The economics of exchangerate volatility asymmetry

McKenzie, Michael

International Journal of Finance & Economics; Jul 2002; 7, 3; ProQuest Central
pg. 247

INTERNATIONAL JOURNAL OF FINANCE AND ECONOMICS
Int. J. Fin. Econ. T: 247-260 (2002)
Published online in Wiley InterScience (www. interscience.wiley.com). DOI: 10.1002/ijfe.189

THE ECONOMICS OF EXCHANGE RATE VOLATILITY
ASYMMETRY

MICHAEL MCKENZIE*
Royal Melbourne Institute of Technology, Melbourne, Australia

ABSTRACT

One commonly observed feature of financial market volatility is the presence of asymmetry whereby shocks to the
market do not generate equal responses. This phenomenon has been attributed to the leverage effect for stock markets.
For exchange rates, asymmetry has also been documented with no economic reason apparent. In this paper, a
hypothesis is proposed and tested which attributes the presence of asymmetric responses in exchange rate volatility to
the intervention activity of the central bank. Using daily intervention data for the Reserve Bank of Australia, empirical
evidence is presented in support of this hypothesis which suggests that intervention may do more harm than good in
volatile markets. Copyright © 2002 John Wiley & Sons, Ltd.
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NON-TECHNICAL SUMMARY

One commonly observed feature of financial market volatility is the presence of asymmetry whereby shocks
to the market do not generate equal responses. In what has come to be known as ‘sign bias’, negative shocks
are found to elicit a greater response from the market compared to positive shocks of an equal magnitude.
For stock markets, this asymmetry has been attributed to the leverage effect whereby an increase in stock
price volatility associated with ‘bad news’ causes that firm’s stock price to decline and the firm’s debt to
equity ratio to increase. As a result, the financial risk borne by the equity holders increases which lowers
current prices thereby reinforcing the bad news which produced the price decrease in the first instance.
However, an increase in stock price volatility associated with the arrival of ‘positive news’ to the market
causes a decrease in that firm’s corporate leverage and reduces that firm’s corporate risk. Thus, the
increased price risk of the firm caused by the ‘news’ is offset somewhat by reduced corporate risk and so
produces a smaller volatility impact.

Asymmetry has also been documented for exchange rates with no economic reason apparent. In this
paper, a hypothesis is proposed and tested which attributes the presence of asymmetric responses in
exchange rate volatility to the active participation of the government in the foreign exchange market.
Typically, when the currency falls by a large enough amount, the central bank steps in to sell its holdings of
foreign reserves and stem the depreciation. This intervention may in itself create uncertainty in the market
about the ‘true’ (long-run) value of the exchange rate. Alternatively, the intervention may be motivated by
market uncertainty in which case the central bank is trying to give an ambiguous market direction.
Irrespective as to the exact nature of the uncertainty, sales of foreign reserves in the event of an exchange
rate depreciation (i.e. a negative shock) create uncertainty in the market such that the following periods
volatility may also be expected to be high. In contrast, where the exchange rate appreciates (i.e. a positive
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shock) the central bank may choose to rebuild its foreign exchange reserves or else leave the market to its
own devices. In either case the element of uncertainty surrounding positive net purchases by the central
bank is absent compared to when the exchange rate is falling and the central bank is a net seller. Thus,
shocks to the market of equal magnitude will generate different responses depending on whether they are
associated with an exchange rate appreciation or depreciation.

Using daily foreign exchange market intervention data for the Reserve Bank of Australia, the empirical
testing conducted in this paper finds support for the hypothesis. The practical implications of this finding
for governments exchange rate policy are fairly straightforward. Any attempt by government to stabilize a
falling currency adds to volatility in the market and is therefore best avoided. As such, intervention may do
more harm than good in volatile markets.

1. INTRODUCTION

Since their introduction by Engle (1982), the ARCH family of models has extensively evolved so
that they may better capture the dynamic characteristics of financial market data. One such innovation
has been to formally incorporate the asymmetry of market responses to volatility shocks in that
negative shocks have been found to generate a larger response than positive shocks of equal
magnitude.' This characteristic is commonly referred to as sign asymmetry and a number of different
conditional variance specifications have been proposed to account for this including the
GIR-GARCH model, the EGARCH model and the TARCH model. Hentschel (1995)
provides a concise taxonomy of not only these asymmetric models but many others from the ARCH
family.

Whilst ARCH models themselves do not arise out of any economic theory,” the presence of sign
asymmetry in stock market responses has been attributed to the leverage effect. Black (1976),
Christie (1982) and Nelson (1991) have argued that an increase in stock price volatility associated
with ‘bad news’ causes that firm’s stock price to decline and the firm’s debt to equity ratio to increase.
As a result, the financial risk borne by the equity holders increases which lowers current prices
thereby reinforcing the bad news which produced the price decrease in the first instance. However,
an increase in stock price volatility associated with the arrival of ‘positive news’ to the market
causes a decrease in that firm’s corporate leverage and reduces that firm’s corporate risk. Thus,
the increased price risk of the firm caused by the ‘news’ is offset somewhat by reduced corporate risk
and so produces a smaller volatility impact. Interested readers may refer to Bollerslev, Chou and
Kroner (1992, p. 24) for a discussion of the leverage effect and the application of non-linear or
asymmetric ARCH models to stock market data. More recent applications may be found in
Campbell and Hentschel (1992), Engle and Ng (1993), Glosten, Jagannathan and Runkle (1993), Kearns
and Pagan (1993), Rabemananjara and Zakoian (1993), Brailsford and Faff (1993), Bailsford (1995) and
Henry (1998).

Whilst the leverage effect provides a plausible explanation for asymmetry in stock market data, no
theoretical justification exists for the presence of asymmetry in other financial data such as exchange
rates. Yet ARCH models which allow asymmetric responses have been successfully fitted to exchange
rate data (see Hsich, 1989; Kam, 1995; Byres and Peel, 1995; Tse and Tsui, 1997; Hu, Jiang and
Tsoukalas, 1997; Kim, 1998, 1999). This paper attempts to redress this gap in the literature by proposing
and testing one possible hypothesis which relates asymmetry in exchange rate volatility to central bank
intervention in the market. The rest of this paper proceeds as follows. Section 2 details the hypothesis by
which asymmetry in exchange rate volatility is related to central bank intervention in the foreign exchange
market. The model by which this hypothesis is to be tested is discussed in Section 3. Section 4 presents
details of the data including a brief commentary on the evolution of Australian Reserve Bank intervention
policy. Section 5 presents and discusses the estimated results. Finally, Section 6 summarizes the paper and
presents some conclusions based on the empirical results as well as suggesting some further avenues for
research.
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2. CENTRAL BANK INTERVENTION AND EXCHANGE RATE VOLATILITY ASYMMETRY

The central bank is government’s monetary authority and it may choose to intervene in the foreign
exchange market for a number of reasons including to smooth the market, prevent imported
inflation, ensure international competitiveness, or reduce exchange rate volatility. Arguably the primary
reason for central bank intervention, however, is to correct deviations of the market away from a level
dictated by the fundamentals. Such intervention takes the form of the central bank directly trading in
the foreign exchange market. Implicit in this type of behaviour is the assumption that the central bank is in
a better position to respond to longer term influences than traders who respond to more immediate market
place pressures. Osterberg and Humes (1993, 1995) provide evidence to suggest that foreign exchange
traders do suffer information asymmetries and as such, central bank intervention on these grounds may be
justified.

The active participation of the central bank in the foreign exchange market is hypothesized in this paper
to explain the presence of volatility asymmetry. When the currency falls by a large enough amount, the
central bank typically steps in to sell its holdings of foreign reserves and stem the depreciation. This
intervention may in itself create uncertainty in the market about the ‘true’ (long-run) value of the exchange
rate. The Chief Administrative Officer of the Reserve Bank of Australia (RBA) acknowledged this
possibility in a speech to the Australian Society of Corporate Treasurers when referring to market testing
role of the authority: ‘It’s not easy to sort out the forces at work in the market at any time—to separate out
the “genuine” from the “speculative”, or the manipulative, the plainly mischievous, the outworking of
bouts of gloom and euphoria, the guessing and second guessing. ... When the pressures are strong and the
episodes are frequent and long-lasting, testing can sometimes involve large amounts.”* Alternatively, the
intervention may be motivated by market uncertainty in which case the central bank is trying to give an
ambiguous market direction. The RBA reserves a role itself in this area as it often uses intervention in an
attempt ‘to calm temporary agitation in the market, particularly if the source of the agitation lacks
substance and seems likely to be short-lived.”* Irrespective as to the exact nature of the uncertainty, sales of
foreign reserves in the event of an exchange rate depreciation (i.e. a negative shock) create uncertainty in the
market such that the following periods volatility may also be expected to be high.

In contrast, where the exchange rate appreciates (i.e. a positive shock) the central bank may choose to
rebuild its foreign exchange reserves or else leave the market to its own devices. The RBA again provides
evidence of this sort of behaviour referring to a period in late 1986 when the exchange rate was appreciating
and the RBA was a heavy net purchaser of foreign exchange, ‘the objective was not to stop the rate going
above a particular figure. [The] main purpose was to recoup the reserves we had used earlier in the year. .. >
In any event, the element of uncertainty surrounding positive net purchases by the central bank is absent
compared to when the exchange rate is falling and the central bank is a net seller. Thus, shocks to the
market of equal magnitude will generate different responses depending on whether they are associated with
an exchange rate depreciation or appreciation.

One problem with testing any hypothesis involving central bank intervention in the foreign exchange
market is that detailed timely information is scarce. Understandably, the central bank is hesitant to release
exact details of such sensitive information. Historically, proxy variables have been constructed based on
some change in the central banks holdings on international reserves. Such data is available usually at either
a monthly frequency directly from the central bank itself or the International Monetary Fund’s
International Financial Statistics which also provides this information at a quarterly frequency. However,
the use of such a proxy variable presents a number of problems. First, it is the daily activities of the central
bank which is usually of most interest from an empirical standpoint. When you consider that the central
bank typically intervenes on a tick basis, one could reasonably argue that even daily data does not
sufficiently capture the intervention activity of the central bank. In this case, the use of quarterly data has a
rather obvious potential to obscure important information. Second, changes in foreign reserves may not
capture the actual level of net purchases undertaken by the central bank for the purposes of manipulating
the exchange rate. Changes in international reserves may occur for a number of reasons including sales to
the government, the re-valuation of reserves or the accrual of interest earned on foreign dollar holdings. In
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this case, the use of a proxy based on changes in international reserves again may obscure important
relationships.

More recently, a limited amount of daily foreign exchange intervention data has been made available.
For example, the US Treasury provides daily intervention information available at a one-year lag and the
Bundesbank has provided a historical intervention database over the period 1982-1988.° The Australian
government monetary authority, the Reserve Bank of Australia, also provides information on its foreign
exchange market activities. This series provides daily information on the net market purchases of the
central bank and is a composite of the bank’s two main activities. These are the trading of foreign exchange
to manipulate the market and the trading of foreign exchange to meet the needs of the government.” Thus,
the series is not pure foreign exchange intervention data. To the extent that the government has discretion
as to the timing of both types of transactions as well as the size of the former, Andrew and Broadbent
(1994, p. 10) argue that it is appropriate to use an aggregate figure to calculate the total effect of the Reserve
Bank’s actions on the exchange rate.

This paper will use the daily data made available by the Australian government to test the impact of
central bank intervention on volatility in the Australian foreign exchange market. This data has been
previously analysed by a number of authors. Andrew and Broadbent (1994) tested whether the intervention
activities of the RBA had exerted a stabilizing influence on the foreign exchange market. To the extent that
stabilizing speculators make profits, the authors conclude that the central bank has achieved its goal as
evidenced by its trading profit of AUD$3.4 billion over the period December 1983 to June 1994, Mansfield
(1997) applied a series of Granger causality tests to establish that knowledge of daily market intervention
by the RBA improves the prediction of returns to the Australian dollar. However, weekly returns
information was found to influence the trading activity of the central bank. Murphy and Hopkins (1997)
utilized a case study approach to examine movements in the Australian dollar over the period July to
October 1993. The authors found that for the brief period under study, central bank intervention was a
significant determinant of changes in the Australian exchange rate as were public announcements by the
RBA.

3. MODEL

The hypothesized relationship between exchange rate volatility and intervention may be tested using a
model which captures the impact of intervention in both the mean® and variance equation, i.e.:

Ri=ay+ aiDos+ a2 Ri—1 + & & ~ N(0,hy)

hy =09+ 0‘13%_1 + Brhi—1 + Vlsg_lDl,t—l (+V23%_1D2,t—1) (D

where R, are the exchange rate returns, Dy is a dummy variable which takes on a value of 1 if a positive net
purchase of foreign exchange is made by the central bank, —1 for a negative net purchase and zero
otherwise. The hypothesized behaviour of the central bank suggests that a, > 0 as foreign reserve sales
(Dy = —1) are assumed to be motivated by an exchange rate depreciation in which case a below-average
return should be observed. By similar logic, foreign reserve purchases (Dy = 1) should coincide with an
exchange rate appreciation or an above-average return.

The conditional variance of the errors are assumed to follow a generalized form of the Threshold ARCH
(GTARCH) model of Zakoian (1994). The term threshold is used as the response mechanism changes to
include y, when the error term crosses below the threshold of zero. The asymmetric nature of this TARCH
model is best described using an approach introduced by Pagan and Schwert (1990) and is presented in
Figure 1. Christened the ‘news impact curve’ by Engle and Ng (1993), the curve relates the impact of shocks
to that markets volatility. From Figure 1, where D;, =0, the standard GARCH model conditional
variance is specified and the news impact curve is symmetric in &, A, space. However, a negative shock (i.e.
D, = 1) generates an asymmetric response from the market in that where y >0 (y<0), then this model
produces a larger (smaller) response from the market compared to a cognate positive shock.’
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Figure 1. News impact curve of the TARCH model.

To capture the effect of intervention on volatility asymmetry, an additional dummy variable (D;) may be
included in the GTARCH model. In this modified conditional variance equation, D, takes on a value of
unity if central bank intervention in the form of negative net purchases occurs and zero otherwise. The y,
term in equation (1) captures the potential impact of central bank intervention on the asymmetry of the
conditional variance. Under the hypothesis to be tested, where the exchange rate depreciates (a negative
shock), the central bank will sell foreign reserves (a negative net purchase) to stem a downward movement
in the exchange rate. This intervention creates (or reflects) uncertainty in the market such that the following
period’s response is greater than for a cognate positive return. As such, where central bank intervention
oceurs (i.e. D; = 1), the conditional variance is y,e2_, greater (smaller) where y, > 0 (y, <0) compared to an
equivalent positive shock.

This dummy variable augmented GTARCH model implicitly assumes government intervention to be
exogenous. That is, while the model allows government interention to impact on volatility, the intervention
decisions of government are assumed to be independent policy choices made without regard for volatility.
The merit of such an assumption is unclear as while the exact process by which government makes
intervention decisions is highly esoteric, on the balance of probabilities it is likely that volatility enters into
the government decision-making function to some degree. Thus, the results presented in this paper must be
interpreted in light of the possibility that some form of feedback loop may exist between volatility and
government intervention.

4. DATA

Data for the daily net foreign exchange purchases by the Reserve Bank of Australia were available over the
period 12 December 1983 to 31 December 1997 giving a total of 3560 observations. As the bulk of the
RBA’s intervention involves trading US dollars against the Australian dollar on a spot basis,'® daily 4 pm
rates for the USA/AUD were also sampled over the relevant period. The mean level of intervention by the
RBA over the sample period was AUDS$5.45 million and the standard deviation was AUD$76.7 million.
Not surprisingly, the data is highly non-normal (Jarque-Bera =1097936.0) and exhibits a high proportion
of outliers (kurtosis = 88.20). Whilst the central bank made more positive net purchases than negative (1165
and 490 transactions respectively), there was a disproportionate number of large sales of foreign exchange
(skewness = —5.96).

Figure 2 presents a combined plot of central bank net foreign exchange purchases and the USD/AUD
exchange rate. The start of the sample period corresponds to the time of the floating of the Australian
dollar on December 12, 1983. Prior to this time, Australia was a participant in the Bretton Woods regime
until its collapse in 1973. In the interim, the exchange was pegged briefly to the US dollar and then to a
Trade Weighted Index. At the time of the float, the RBA adopted a policy of ‘testing and smoothing’
(in which it would occasionally enter the market to test the strength and nature of market trends'' or to
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Figure 2. Daily intervention by the RBA and the USD/AUD exchange rate from December 1983 to December 1997.

smooth the path of large currency transactions. Although it would generally not intervene in the market,
the RBA publicly reserved discretionary rights in this area. The intervention was aimed primarily at
correcting for ‘unjustified falls’ in the exchange rate and would take the form of direct purchases of the
Australian dollar. From Figure 2, the degree of intervention by the RBA in the initial period after the float
would appear to support this policy statement. The level of net foreign exchange purchases in the first year
of the float were generally quite small. To the end of 1984, the mean absolute daily transaction was
AUDS$5.76 million and the maximum positive (negative) net daily purchase was AUDS$32 (AUDS81)
million. Further, the RBA intervened on average 56% of the time (i.e. of the total number of days in the
month in which the markets were open, the RBA did not intervene in the market 44% of the time).

In February 1985 the AUD began a downward slide which resulted in a 24% depreciation against the
USD by late April. The RBA announced they would take action to moderate the volatility of the dollar and
sold down their foreign reserve holdings to the order to AUD$319 million in February with a further sale of
AUDS$343 million in April. At the time, this was an unprecedented level of intervention by the central bank
in the exchange rate. The exchange rate appreciated over the next year, albeit with varying levels of ‘help’
by the central bank. However, the AUD again came under pressure in early May 1986. This renewed period
of selling led to the AUD losing the gains of the previous year, falling from 0.7455 on May 12 to a record
post-float low of 0.5980 by 1 August 1986. On 14 May 1986, the Federal Treasurer, Paul Keating, made an
infamous comment in which he warned that Australia was in danger of becoming a ‘banana republic’ unless
the burgeoning current account deficit stemming largely from the accumulation of foreign debt was
controlled. Whilst the RBA issued no official statements of a change in intervention policy,'* Figure 2
clearly indicates that the ‘testing and smoothing’ policy which it had adopted since the float was abandoned
shortly after the Keating comment in favour of a more pro-active approach to managing the exchange rate.
From July 1986 to the end of December 1993, the RBA traded an average of AUDS$40 million per day and
intervened in the market an average of 55% of the time. The maximum positive (negative) daily purchase
over this period was AUD$661 million (AUDS$-1305) and there were 17 instances in which they traded
every day the markets were open in a given month.

More recently, the RBA has been relatively quiet in terms of its market intervention activities. The dollar
has traded continuously in a band of between 0.82 and 0.65 with little or no central bank intervention
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except an apparent effort to rebuild its foreign currency reserves undertaken in 1996. From 1994 to the end
of the data sample period, the central bank intervened only 27% of the time on average and the mean
absolute daily transaction was AUDS$10.97 million with a maximum (minimum) daily transaction of
AUD$285.7 million (AUD$-250.0 million). Of the 277 purchases made over this 1011-day period, 274 were
positive net purchases of foreign exchange.

5. ESTIMATION RESULTS

Continuously compounded percentage returns to the USD/AUD exchange rate were estimated as R, =
log(p:/p:—1) where p is the observed spot exchange rate at time 7. The LM test for ARCH effects proposed
by Engle (1982) provided evidence as to the presence of ARCH effects in this returns data. It is possible to
model these ARCH effects using the standard GARCH model proposed by Bollerslev (1986). Panel A of
Table 1 provides the result of this estimation procedure and the intervention dummy in the mean equation
is significant and of the correct sign suggesting that above (below) average returns are observed when
positive (negative) net foreign exchange purchases are transacted. Technically, the hypothesis on central
bank behaviour suggests that sales and purchases coincide with positive and negative returns and not above
or below average returns. Therefore, to provide additional insights to this hypothesis, Table 2 presents a
summary of information regarding the occurrence of positive and negative intervention and the
corresponding exchange rate return. Of the 1904 days on which no intervention occurred, the mean
exchange rate was close to zero and a relatively even number of positive and negative returns were
observed. When the central bank sold (purchased) reserves, however, the mean return was —0.420%
(0.136%) and 71% (64%) of the observations occurred in negative (positive) return days. Taken together,
this evidence of the relationship between intervention and returns and the significant positive a; coeflicient
in the mean equation provide support for the hypothesised behaviour of a central bank.

The variance equation of this model passes the standard tests of robustness in that both the ARCH(«)
and GARCH(p) terms are positive and statistically significant. Further, the ARCH process is stationary as
the sum of the ARCH and GARCH parameters is less than unity, i.e. Z(«; + ;) <1 (where i > 0). The
adequacy of this model needs to be considered and a number of different techniques exist for this purpose.
The squared standardized residuals of this GARCH (1,1) model reveals an absence of significant
autocorrelation which Bollerslev and Mikkelsen (1996) argue indicates the model has captured all the
ARCH effects. An additional test of ARCH model adequacy is to consider whether the standardized
residuals are iid ~N(0,1). The mean standardized residual (—0.0062) is not significantly different from zero
and the standard deviation is close to unity (1.0004). However, the residuals are still not Gaussian as
evidenced by the highly significant Jarque—Bera statistic (1644.82). The kurtosis value of 6.14 indicates
leptokurtosis and the standardized residuals are negatively skewed (—0.548).

When modelling volatility clustering as an ARCH process, skewness in the standardized residuals of
the model is potentially suggestive as to the presence of volatility asymmetry to the extent that large
negative changes tend to follow large negative changes whilst the same cannot be said for large positive
values. One may formally test for asymmetry in the residuals of this GARCH model fitted to the daily
exchange rate data. To this end, Engle and Ng (1993) suggest a sign bias test, a negative size bias test and a
positive size bias test to be conducted jointly in an OLS regression equation of the following form:

22 = a+bi(S)) + baS] e-1) + b3(SFer) + v 2

where z; are the standardized residuals (i.e. z, = &/ \/h_,) and S;(S/) is a dummy variable that takes on a
value of unity if ¢_; is negative (positive) and zero otherwise. The sign bias test relates to the statistical
significance of b;. Where the test statistic is insignificant, than positive and negative shocks do not have an
appreciably different impact on volatility. The negative (positive) size bias test relates to the statistical test
on by(b3). If by(b3) is found to be statistically non-zero, then it is likely that large and small negative
(positive) innovations impact differently on volatility. The standard ARCH models require that b;, b, and
b3 are jointly equal to zero which may be tested with the standard F-statistic. The sign bias test of Engle and

Copyright © 2002 John Wiley & Sons, Ltd. Int. J. Fin. Econ. T: 247-260 (2002)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permissiony\w\w.manaraa.comn



M. MCKENZIE

254

‘90-4 se paywads a1k ¥ pue 7 ‘Xq
‘sasorjuaIed UT $O1ISIRIS-Z JO SAN[RA AIN[OSQY (210N

re'D) (1e'0) (100 98%11) (Le'9) (Losn
L96°0 8¢ 0— 1S0°0— - 6100 688°0 SL00 100°0 HOUVLD
(s6'0) (sTo) (s6'911) (0T'en) 6LsD)
6L6°0 SO0T0— 00— - 068°0 630°0 100°0 HOUVO
Jueq [eIjUdO A} AQ dpew dIE omamsoxu ugdnioy jo saseyomd jou aanisod (Jrews) a3xe J1 Ajun Jo anfea ay} ayey (Fq)Eq:g [oued
(¥6'0) (€6'1) (08°s11) ') #9sD)
L96°0 - - lro— 8100 8880 6L0°0 100°0 HOUVLD
(TL'o) (66'811) (1een) (LLsn
SL6°0 - - 60°0— - 688°0 630°0 100°0 HOUVO
Jueq [eI3UD AU} AQ dpewr are d3ueyoxd usIo) Jo saseyoind jou danisod Jr A3tun Jo anjea ayl axel L. [ued
(¥8T°0) (€09 (acn (99°L01) (5L'9) (og's1)
7960 SP10 016C - 100 SLS0 L80°0 100°0 HOUVLD
(8T°0) (€1°9) (oL's01) (8¢€D) (ev'sD)
6960 SP1L0 0L6°C - SLS0 #60°0 100°0 HOUVD
Jueq [e1jUD Y} AQ dpeW Ik owcmsoxo ugra10j jo saseyornd jou danedau (Jrewrs) a3re[ J1 Ajun Jo anjea ay3 el (Yq)Eq:D [oued
(85°¢) r' D Q1°L1D (65°8) 615D
9960 - - 0LT'T ¥10°0 $88°0 180°0 100°0 HOUVLO
oL'¢) (Le'611) (CIARS) (1esp
SL60 - - 00C'1 - 988°0 6300 100°0 HOUVD
Jueq [e13UD o) Aq dpew e dFuLydOXd USIAI0J Jo saseyoind jou 2anELIAU JT AjIUn JO anjea Y3 e} {q:g [ukd
(86'1) (¢r'ocn (0$°9) (09°s1)
8960 - - - L10°0 688°0 6L0°0 100°0 HOUVLO
(6€€C) 8r'en) (T8sn
6L6°0 - - - - 068°0 6300 100°0 HOUVD
VY [Pued
(g +'0)x Card Cayd CayH " g b v

L661 I2qQUIdd(T 0} €861 1qUIadd( pouad 9y} I9A0 UOTIUIAIIIUI JUBq [BI11UD Jo joeduur oy} 10§ 3593 0} (P—I() Sso[qerrea AWunp yim pajudwsdne usaq sey yorgm
A 41 oQ_le\f‘v_L _Q_lw;. + _\;\_% + _lw:o + 0 =1y

CY'ON ~’8 1YW+ 0qIo+ 00 =y
Ppow HOYV.LO 243 Jo sigjowrered pajewrn)sd oy sjuasaxd ajqe) Sy, ‘SINsaI uonewns?d [ppow HOYV 1 2198l

Int. J. Fin. Econ. T: 247-260 (2002)

Copyright © 2002 John Wiley & Sons, Ltd.
Reproduced with permission of the copyright owner. Further reproduction prohibited without permissiony\w\w.manaraa.comn



EXCHANGE RATE VOLATILITY ASYMMETRY 255

Table 2. Exchange rate returns and nature of government intervention

No intervention Foreign reserve purchases Foreign reserve sales
No. of observations 1904 1165 490
R, <0 912 417 349
R, >0 992 748 141
Mean R, 0.00007 0.00136 —0.00420
Min R, —0.02744 —0.02889 —0.04560
Min R, 0.03093 0.03081 0.02439

Note: This table presents a summary of the USD/AUD exchange rate returns (R;) observed on days of no intervention and days on
which the central bank purchased and sold foreign reserves.

Table 3. Engle and Ng sign bias test results

Sign bias Negative size Positive size Joint
test

test bias test bias test

0.163 —5.868 -3.017 2.400

(0.126) (0.620) (0.831) (0.065)

Note: P-values in parentheses.

Ng was applied to the residuals of the GARCH model fitted to the exchange rate returns and the estimated
coeflicient and associated probability are presented in Table 3. Examining these results, we can see that
whilst none of the sign and size tests are individually significant, the joint test is significant suggesting the
possible presence of asymmetry in the data.

To capture asymmetry in the market’s response to volatility shocks, we may augment the GARCH
conditional variance specification by including a dummy variable term such that the conditional variance
takes on the form specified in equation (1). Panel A of Table 1 presents the estimated results for this
GTARCH model. The ARCH and GARCH terms are again both positive, statistically significant and sum
to be less than unity. Most importantly, the asymmetry term (y,) is significant and positive. This indicates a
sign asymmetry in the data as negative shocks to the market elicit a larger response (o + v,) than an
equivalent positive shock (o).

To investigate a possible cause of this asymmetry, the conditional variance equation may be modified to
take account of the impact of central bank intervention. Panel B of Table 1 presents the results where
equation (1) is estimated with the inclusion of a dummy variable capturing sales of foreign reserves by the
central bank. The estimated parameters of this augmented GARCH model are similar to the standard
model in terms of the alpha and beta coefficients. More importantly, the dummy variable associated with
negative central bank net purchases is positive and statistically significant indicating that the conditional
variance is greater in the period following central bank intervention. To the extent that central bank sales of
foreign reserves accompany a fall in the exchange rate, this means that the response by the market to shocks
is asymmetric. When the exchange rate falls, the market response is greater than if the exchange rate rises.
As the standard GARCH model is nested in this government bank intervention augmented variant, it is
possible to compare these two models using the standard likelihood ratio testing procedure. A comparison
of the log likelihood estimates for these two models reveals a clear preference for the central bank
intervention augmented variant at the 5% level.

We may re-estimate this model using a GTARCH specification which is presented in Panel B of Table 1.
This robust model provides a most interesting result as the negative central bank net purchases dummy
variable is again positive and significant. However, the Threshold term (D;) which was previously
significant in the standard GTARCH model is now insignificant. This result suggests that the asymmetry in
the exchange rate sources from central bank sales of foreign exchange. A comparison of the central bank
intervention augmented GTARCH model to the nested standard GTARCH model reveals a clear
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preference for the former at the 5% level. Thus, it would appear that the inclusion of a variable capturing
central bank sales of international reserves is a worthwhile addition to the standard GTARCH and
GARCH models.

The extent of the uncertainty in the market may be reflected in the degree of intervention by the central
bank. If we believe this to be true, then asymmetry caused by central bank intervention would be related to
the size of the sale of foreign exchange. As such, distinguishing the size of central bank intervention may
provide some additional insights to the previous results. To this end, we may classify central bank sales of
foreign exchange as either ‘large’ or ‘small’ where the delimeter is the mean absolute central bank foreign
exchange transaction (AUDS$26 million) over the sample period.'? Thus, the conditional variance equation
to be tested is either the standard GARCH or GTARCH model augmented with the inclusion of two
additional dummy variables, D5 (D), which take on a value of unity where the central bank makes a large
(small) sale of foreign exchange and zero otherwise. The estimated models are presented in Panel C of
Table 1 and the robust GARCH model produces a positive y coefficient on both dummy variables, although
only the dummy variable associated with large negative net purchases of the central bank was statistically
significant. The GTARCH model estimated with the small and large sale of foreign exchange dummy
variables is remarkably similar to the GARCH model and the threshold term is not significantly different
from zero. Thus, it would appear that it is the sale of above-average sized parcels of foreign exchange by the
central bank which would appear to cause asymmetry in foreign exchange volatility.

The impact of acquisitions of foreign exchange by the RBA on market volatility may also be tested by
substituting a dummy variable for positive intervention into the conditional variance equation of the
GARCH and GTARCH models. In this case, the impact of positive net foreign exchange purchases by the
central bank (D, = 1) is captured by the y, coefficient. Under the hypothesis to be tested, the estimated
coeflicient associated with this positive intervention dummy variable should be close to zero and statistically
insignificant as positive net purchases are postulated not to be associated with market uncertainty. Panel D
of Table 1 provides the estimated coefficients for this model and the « and f coeflicients are positive and
significant. Net positive foreign exchange purchases by the central bank is found not to have a statistically
significant impact on volatility in the USD/AUD market. In the context of the GTARCH model, the
threshold term is significant, indicating that the asymmetry in the market is not accounted for by this
dummy variable. We may also distinguish between small and large positive purchases by including two
dummy variables in the GARCH and GTARCH models and as shown in Panel E of Table 1, the results are
unaltered. The net large and small positive foreign exchange purchase dummy variables were found not to
have a statistically significant impact on volatility.

The policy implications of the findings discussed in this section suggest that the market watches and
reacts to the sales of foreign reserves by government in a manner which is not found for purchases. As such,
any attempts by government to settle and provide direction to the market which involve episodes of selling
may ultimately prove futile and indeed even exacerbate market volatility.

5.1. Sub-period analysis

Based on the discussion contained in Section 4, we may distinguish three distinct sub-periods for analysis
based on the nature of the intervention by the Reserve Bank of Australia. The first sub-period relates to the
‘smoothing and testing’ policy phase which runs from the time of the floating of the dollar to June, 1986.
The second sub-period for analysis is defined as the ‘active intervention’ period of the central bank and
corresponds to July 1986 to December 1993. The final sub-period for analysis ranges from January 1994 to
the end of the data sample period in December 1997 and might be described as a ‘reserve rebuilding’ phase.
In sub-period 3, the Australian dollar was generally appreciating and the RBA intervened little except to
acquire foreign reserves.

In order to test each of these sub-periods, the GARCH and GTARCH models estimated in Section 5
were re-estimated in each discrete sub-period. The results are not presented to conserve space and may be
compactly summarized as follows. In sub-period 1, the asymmetry term is significant and remains so with
the inclusion of the negative net purchases dummy variable. The same result is evident when we distinguish
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between large and small negative net purchases, except that the large dummy variable is significant in the
GARCH model. Given that the level of central bank intervention over this period amounted to little more
than ‘tinkering’, these results are consistent with our expectations. Recall from the full period analysis, it
was primarily the large negative net purchases, which were responsible for generating the asymmetry. The
fact that the TARCH asymmetry term is significant over this period suggests that whilst the central bank
intervention does help to explain exchange rate asymmetry it does not fully account for this phenomenon.

Sub-period 2 relates to the period of active intervention by the central bank and the results in this sub-
period are largely consistent with the results discussed in Section 5 except that the asymmetry term in the
standard GTARCH model was insignificant. It is possible to argue that a structural break exists in sub-
period 2 at October 1991 as the central bank sold its foreign exchange reserves from that point on in an
apparent attempt to stop the downward slide of the Australian dollar (the largest single day sale of AUDS$-
1.305 billion was made in this period and of the 130 transactions in this period of 559 observations, 115
were negative). As a test of robustness, the models were re-estimated first, in the period covering July 1986
to October 1991 and second, from October 1991 to the end of sub-period 2 in December 1993. For the July
1986 to October 1991 period, the results were generally consistent with those reported for the whole sub-
period and for the October 1991 to December 1993 period, a lack of data prevented the models from
reliably estimating.

In the final sub-period, recall there are virtually no sales by the central bank of foreign exchange and the
Australian dollar generally appreciates. This final sub-period is also interesting as the LM test for ARCH
effects is not significant (in contrast to the first two sub-periods) and the estimated ARCH models exhibit an
insignificant «; term.'* As one would expect with only three negative net purchase observations, the
intervention dummy variables are highly insignificant, but more interestingly, the threshold term is also
insignificant. Figure 3 presents a plot of the squared returns to the Australian dollar for the sample period,
and casual observation provides no immediate reason to explain this result. Whilst there does appear to be
less volatility clustering over this final sub-period compared to very early in the sample, arguably other
periods exhibited even less volatility (1991-2, for example). It is possible that these results are reflection of
the relatively small sample size (although 1011 observations well exceeds that minimum sample size of 500
suggested by McClain, Humphreys and Boscan (1996) as necessary for reliable ARCH model estimation).
Alternatively, it would appear that in this third sub-period where by central bank is fairly inactive in the
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Figure 3. Squared returns to the Daily USD/AUD exchange rate from December 1983 to December 1997.
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market, the market volatility not only loses the asymmetry element, but also the clustering feature. Whilst
not suggesting that the central bank intervention is a factor in determining volatility clustering in exchange
rate volatility (many freely floating exchange rates experience this phenomenon), it is an interesting result
nonetheless.

6. CONCLUSIONS

Sign bias in financial market volatility refers to the presence of an asymmetry whereby negative shocks are
found to elicit a greater response from the market compared to positive shocks of an equal magnitude. For
stock markets, this asymmetry has been attributed to the leverage effect. Exchange rate data has also been
found to exhibit evidence of asymmetric responses, however, with no reason offered. In this paper, a
hypothesis is put forward which attributes the presence of asymmetric responses in exchange rate volatility
to the intervention activity of the central bank. Specifically, the sale of foreign exchange by the central bank
is hypothesized to cause sign asymmetry. Using daily central bank intervention data for Australia,
empirical evidence is found which supports this hypothesis. Specifically, large sales of foreign reserves by
the central bank was found to elicit a greater than normal response from the market compared to periods in
which the central bank purchased foreign reserves. Thus, the policy implications of this work suggest that
the market watches and reacts to the sales of foreign reserves by government such that any attempts to
settle the market which involve episodes of selling may ultimately prove futile and indeed even exacerbate
market volatility.
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NOTES

1. A second assumption of the standard ARCH model about the market’s response to volatility shocks is that large and small
innovations impact in a proportionately similar fashion on volatility. This ‘size’ assumption arises from the quadratic
specification of the GARCH conditional variance equation. Empirical evidence suggests that large shocks have been found to
produce a disproportionately larger response from the market when compared to small shocks. Unlike sign bias, size asymmetry
is not thought to be confined to a particular class of asset and may thus be present in any speculative asset price series. As the
focus of this paper is on explaining sign bias, the size bias assumption is not formally considered.

Although the literature has attempted to provide an economic rationale for ARCH effects, precise links have proved difficult to
capture (see Ackert and Racine, 1997, Diebold and Lopez, 1995).

RBA Bulletin, December 1986, p. 4.

Ibid.

Ibid.

Frankel and Dominguez (1993) have used this US and German intervention information and found that intervention operations
influence the risk premium. Further, official announcements on exchange rate policy and reports of intervention were also found
to influence exchange rate expectations.

7. The Reserve Bank also engages in a third form of transaction which involves changing the foreign currency position of reserves.
As this type of transaction does not involve the Australian dollar, their inclusion is not necessary.

8. The authors wish to thank an anonymous referee for the suggestion of formally testing the impact of intervention on the mean
exchange rate. To capture the impact of intervention on the mean exchange rate, a number of different dummy variable
specifications were tested. The results were qualitatively the same and so the —1, 0, +1 type dummy variable was chosen for
inclusion in the final model as it allowed for the most compact mean equation specification.

9. This model only allows intervention to impact on the slope of the news impact curve over a limited range and it is technically
possible to adopt other specifications which allow a much richer dynamic process in this regard. Unfortunately, due to
programming limitations, the use of a more complicated model was not feasible.

10. RBA Bulletin, March 1988, p. 7

11. The market testing role of government is commonly referred to as ‘leaning into the wind’ and evidence of this type of behaviour
for French foreign exchange intervention in the Franc-Deutschemark exchange rate may be found in Usman and Savvides
(1994).

>
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12. In 1986, the RBA issued a statement in which it mentioned that the exchange rate had been included on a checklist of monetary
policy indicators. However, the RBA has indicated that it did not change its intervention policy nor had it attempted to establish
any particular exchange rate on a number of occasions. See RBA Report and Financial Statements 30 June 1986, RBA Bulletin
December 1986, p. 4, and RBA Bulletin March 1987 p. 3.

13. The mean negative (and positive in later analysis) transaction size was also used as an alternative to the mean absolute
transaction size without significantly altering the results. To conserve space the results are not presented and are available upon
request.

14. The absence of GARCH effects for long periods of time in financial data is not unprecedented as Diebold and Lopez (1995)
studied the autocorrelation function of the squared returns of the S&P500 and concluded that ‘there seems to be no GARCH
effects in the 1980°s’. (p. 459).
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